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Digital twin (DT) — a computer model that can be used in real time throughout the entire life cycle of distributed data
acquisition, storage and processing center (DDC) [1, 2].

Software complex architecture Functional purposes of digital twins

- Web-service Designing a DDC.
Analyzing the efficiency and reliability of DDC functioning.
Testing scaling scenarios taking info account the requirements for
Database data flows and job flows.

: Assessment of the required amount of resources for specific tasks.
eqguipment . : . :
Checking strategies for managing job flows.
Distinctive features of modelling core
job flow parameters Universal — applicable for modelling any data center without

. . changing the program code.
The initial data: the architecture and hardware parameters of the

DDC equipment; the characteristics of data flows and job flows.

Slable core for Probabilistic distributions are taken intfo account when forming
transferring and |

processing data % ‘% do’rq flows, job flows, and criteria for the functioning of
modelling eqguipment.
~ @

. Used for design tasks, data center scaling during operation,
J searching for problem areas when data flows and jobs flows

change.

Stages of using software complex Describing the infrastructure of the DDC: the parameters of the
equipment and data & job flows.

Building an infrastructure Configuring the simulation parameters:
for data acquisition, storage and processing centers | . Seﬂ'iﬂg the duration of the DDC OperOﬂOﬂ;
— - adding probabilistic events that may occur in the
E & — system (equipment failure, changes in the amount of
computing resources, efc.)
e adding specify objects and events for logging;
= Setting addifional possible modifications besides the
T K basic hardware configuration that was set when
Trigger Buifer -' creating the DDC infrastructure.
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